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Figure 1: After students write their papers (left), the system extracts the paper’s words and help students to design their
hypermedia projects. Each project is presented as a mindmap and the media objects are embedded inside of each node (right).

ABSTRACT
Representing knowledge inwritten papersmay be one of the biggest
challenges that students face in higher education. This study ana-
lyzes how hypermedia structures can facilitate students’ critical re-
flection on their papers by using multimodal resources. By converg-
ing academic writing, knowledge representation, and multimedia
resources, we designed a hypermedia system that enables the visu-
alization and representation of students’ papers using text, images,
audio, hyperlinks, and videos. To test the system, we conducted a
pilot study in which we instructed 160 undergraduate students to
write a paper in the following three-step exercise: First, students
submitted an initial draft of their papers. Then, they used the system
to translate the papers’ content into different multimodal resources.
Finally, they rewrote their papers with insights gained from the
process. In a concluding survey, students reported that translating
text to multimodal resources deepened their understanding of their
papers’ content and improved their topic organization.
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1 INTRODUCTION
As communication technologies continue evolving into an endless
array of media languages, a new form of culture has emerged.
This culture is based on communication systems that have become
increasingly multimodal, and this has further fueled the debate
on how the digital era affects rhetoric, narratives, representation
and communication [13]. Younger generations have made greater
and more intensive use of digital systems to communicate with
each other [7]. Various studies show that these generations spend
more than seven hours per day consuming digital media, including
audiovisual content, music, social networks, and videogames [1,
39]. Additionally, they have incorporated mobile technologies into
different aspects of their lives on a regular basis [24]. Research has
shown that communication can be enriched by multimedia and
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multimodality, where digital technology expands expression by
including voices, sounds, images and other forms of representation
to articulate ideas that go beyond the written word [9].

Although these technologies and modes of communication are
quite common for younger generations, their use for academic
purposes has not been widely adopted. Conventional methods of
representation (e.g., written papers, oral presentations, etc.) are
more commonly employed than other types of mediums that are
more familiar to today’s students (e.g., snaps, messages, games,
videos, etc.) Writing academic papers demand time, skills, and do-
main knowledge in order to explain the key concepts and their
relationships [17]. Moreover, when students are asked to conduct
research activities and to document their work through writing,
they may encounter several barriers to achieve effective communi-
cation [22, 26]. In order to facilitate students’ knowledge represen-
tation processes using modern-day information technologies, we
conducted a study to see if the exercise of translating knowledge
from text to several modes aids them in their knowledge represen-
tation experiences. Compared to traditional written papers –which
provide a linear representation of a topic– representing information
across different media languages is set out as a non-linear, open,
multi-representational, and experimental creative process.

In this paper, we propose an interactive system to link students’
writing processes with media objects. Inspired by hypertext de-
signs, this system shows students’ written paper as a hypermedia
object (i.e., a set of media linked together within a single interface).
By allowing the translation from written papers to multimedia re-
sources, we explore: (a) how students express their papers’ content
as hypermedia projects, (b) which concepts are most likely to be
expressed by which types of media, (c) students reports of the ben-
efits of this multimodal exercise, and (d) how multimodality can
facilitate students’ critical reflection on their papers’ content.

We evaluated our interactive system through a pilot study in a
literature course with 160 undergraduate students. Students had
to write a paper, use the system to translate the paper’s content
into different multimedia resources, and then rewrite their papers.
After this exercise was concluded, we examined the content of their
hypermedia projects and conducted a survey. Our main results
show that students naturally recognized this multimodal translation
exercise as an aid to organize and communicate their ideas. Also,
visual modes (i.e., images and videos) were used more by students
than auditory or hyperlinked resources. Our findings show how
multimodality can aid students in articulating their knowledge,
providing students a richer understanding of their papers’ content
and structure.

2 RELATEDWORK
The combination of text with multimedia resources is not new.
Since before the creation of the Web, scholars have discussed and
designed interconnected structures to augment traditional text doc-
uments, link different resources, include multiple contributors, and
display the content through different modalities [5, 30]. Hyperme-
dia embodies nonlinear structures of information including images,
audio, videos, colors, text, and hyperlinks [4, 8]. Hypermedia has
been extensively applied for educational digital systems because it
combines different knowledge resources and representations in a

single interface [19]. Furthermore, hypermedia and hypertext sys-
tems have provided design foundations currently used in academic
tools, such as wikis, web sites, MOOCs, and social media.

Despite their widespread use for learning purposes, little atten-
tion has been given to hypermedia systems that facilitate students’
writing. Most authoring tools have considered users either writing
papers or constructing hypermedia directly, but not how the latter
can enhance the former. Related writing systems have focused on
structuring, summarizing, and mapping users’ text [20, 32, 35]. In
one study, a touch visualization system allowed users to generate
and organize ideas before drafting a written document [23]. This
system uses sequential steps (e.g., brainstorming, mind-mapping,
argument mapping) and machine-generated semantics to draft a
text. Other systems have enabled collaborative writing to support
students’ writing and creativity [11, 38], and another system graphs
how the text evolves to providemore insights into contents’ changes
[31]. These systems aim to enable users to provide high-quality texts
rather than enabling them to consider other aspects of the concepts
discussed, or a deeper understanding of the text. Regarding hyper-
media systems, most of them are designed as visualization tools that
enable users to model their knowledge and create an augmented vo-
cabulary from the text using colors, shapes, and connections among
concepts [2]. Some novel technologies are able to extract objects
and places from users’ locations to generate multimodal narratives
[15, 27], and others create stories based on users’ social media data
[33]. Only a few systems have tested how hypermedia resources
can reinforce academic tasks, such as reading scientific papers using
visual representations [21, 29]. In these studies, aligning documents
of different modalities facilitated students’ experience to learn from
both text and its corresponding multimodal representations.

Beyond simply encouraging students to use different media ob-
jects, enabling multimodal representation from their written papers
may enhance their learning experience by translating and trans-
forming their texts into other knowledge representations [25]. This
exercise centered on knowledge translation from text to multimedia
is also known as transmediation, and it represents a learning expe-
rience where students construct knowledge and actively negotiate
their understanding of the content [37]. Planning and expressing
themselves through different representations can give students
a richer and more comprehensive understanding of their papers’
content and improve the clarity of their communication [28, 36].

Given this intersection among hypermedia systems, academic
writing, and transmediation, we propose a system that enables
students to translate their written papers into a multimodal rep-
resentation. Our goal is to deepen students’ understanding of the
papers’ subjects and elicit students’ critical reflections on their
papers’ content.

3 SYSTEM DESIGN
For this study, we built an online web platform for visualizing aca-
demic papers in a hypermedia perspective (Figure 1). Inspired by
the Dexter model [14], this system allows students to transcribe
written papers into multimodal representations by linking them
together using a mind map. A mind map is a visual diagram that
represents semantic or other connections between portions of mate-
rial learned hierarchically as a whole [10]. It is often created around
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Figure 2: Node’s visualization with the word “Crusade”

a single concept, to which associated representations of ideas are
added. Major concepts are connected directly to the central concept,
and other ideas branch out from those major concepts.

Following this design, the system provides multiple forms of
information based on a non-linear design to incorporate images,
videos, audio, hyperlinks, and text. It allows students to build their
projects online, which can then be reviewed by their instructors,
teaching assistants, or others. We implemented the system as a
web application using Symfony PHP. We developed the user inter-
face using HTML5 and a Javascript library called Mindmaps1. The
combination of these libraries, plus an in-house developed code,
allowed us to build the hypermedia system. The system directs
students to follow these five stages:

1. Write a paper. Students can log in to the system to write their
papers or they canwork on their favorite word processor and import
the text from the paper into the system later.

2. Extract content. After students finish writing, the system extracts
their paper’s keywords by identifying the most frequently used
words and n-grams used in the text and removing stop words,
such as prepositions and conjunctions. This step could be extended
using other natural language processing algorithms (e.g., topic
modeling, entity recognition, relationship extraction, etc.) Through
this process, students can quantitatively identify and work with
the paper’s keywords.

3. Create the hypermedia project. Based on the paper’s keywords,
students build a mind map using nodes to represent each concept.
First, the system displays a central node in the middle of the screen.
When a student clicks on the node, the system opens a window
showing a word cloud displaying the paper’s keywords in various
sizes. The size of each keyword represents the number of times
that it appeared in the text. After this, students choose one of these
keywords as the central node’s main concept. To build the rest of
the mind map, students continue creating nodes from the central
node, adding new branches with surrounding nodes. To create a
new node, students place the cursor above an existing node and
1https://www.mindmaps.app/about.html

Figure 3: Sentences in the paper with the word “Crusade”

the system displays a small circle at the top of the existing node’s
borders. Students then can drag and drop the small circle and the
system will generate a blank node for the student to fill in.

4. Add media objects. Students can link concepts with media objects.
After a student clicks on a node, the system opens a window to
search, select, and upload a specific media object. The system uses
the Google API to search video, image, and audio. The student
can choose from five different options to link concepts with media
objects:
• Images: Students can: a) use the Google Image searcher to find
and select an image, b) upload their own images, or c) insert the
link of an image found on the Internet. The system saves the
image and adjusts it to the size of the concept window.

• Videos: Students can: a) use the YouTube searcher to find and
select a video, or b) copy and paste the original video’s embedded
code, which is a code that allows the video to be displayed outside
of the original video platform website. The system adjusts the
size of the video according to the concept window.

• Audio: Students can: a) use the YouTube searcher to find and
select audio. Instead of displaying the complete video player, the
system only shows an audio player. b) upload an mp3 or mp4 file
to the system and display an audio player.

• Text: The system displays a text box (i.e., text-area input) in which
students can write up to 150 characters.

• Hyperlinks: Students can insert an URL and the system will dis-
play the hyperlink in the node.
Students can choose one media object per node and write a cap-

tion below the selected media object. Once students finish selecting
the concept’s media object, the system updates the mind map and
adds an icon that represents the type of media in each node.

5. Display the hypermedia project. The finished hypermedia projects
are displayed as mind maps, where the media objects are embedded
inside of each node (Figure 1, right). Students and viewers (users
who are seeing the hypermedia project) can navigate across the
mind map using the mouse or keyboard arrows. Viewers can ac-
cess the hypermedia project through a shareable link generated
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by the system. Students can continue editing their hypermedia
projects, adding, modifying, or removing concepts and media ob-
jects. Viewers can see more details of a concept by clicking on a
node, which causes the system to open a new window with the
media object added by the student and its caption (Figure 2). Stu-
dents and viewers are able to navigate back and forth from the
paper to the multimodal representations. Each node contains the
sentences where the concept was found in the student’s paper (Fig-
ure 3). For each concept, the system displays a link to the source
sentences in the student’s paper, allowing the reader to find the
exact reference. Viewers can scroll inside the concept window to
look up all the references found by the system. This visualization
enables students and viewers to see how well students’ papers and
hypermedia projects reflect one another.

4 PILOT STUDY
To evaluate this system, we performed a pilot study in a literature
course at a private Chilean university. The course was required for
students majoring in Literature. The implementation of this system
was part of a institutional initiative to reinforce multimedia skills
learning for Literature majors. During this study, 160 undergraduate
students were enrolled in this course. Students had to choose one
of ten literature topics provided by the course’s instructors. The
first week, students chose the topic to be studied throughout the
course and wrote their first draft of the paper. The second week,
students used this system to construct a hypermedia project based
on the contents of their draft. The third week, students rewrote their
papers and submitted a second draft. This was done to assess towhat
extent students perceived transmediation as an aid for representing
their papers’ content. Afterward, we analyzed students’ hypermedia
projects and conducted an anonymous online survey adapted from
a usability questionnaire [3] to assess students’ use of the system,
knowledge representation experience, and writing experience. We
summarize our findings in the following subsections:

Visual modes predominated students’ hypermedia projects. We ana-
lyzed the number of nodes and media objects of the 160 hypermedia
projects created by students. Of the 2,349 nodes created by the stu-
dents, images were the most used modal resource (35.2% of the
total nodes), followed by text (17.0%), videos (16.8%), hyperlinks
(13.0%), and audio (6.1%). Students did not include any media ob-
jects in 11.9% of the nodes. Students’ media choices demonstrate
the predominance of images and videos (52.0%) over other modes.
These results are consistent with the frequent use of visual modes
to represent knowledge in books and documents [6].

We analyzed the media objects’ captions added by the students
using topic modeling [16] and we found distinct topics related to
each kind of media. Images were mostly used to describe abstract
ideas, such as death, life, and love. Similarly, nodes with text were
mostly used for describing death and life, but additionally students
provided more information of the writers who they studied, such
as their works and worlds. Audio was closely related to song, poem,
and story, which recall the auditory experience that these concepts
evoke. Finally, video was similar to images and text: it was asso-
ciated mostly with story, death, and love. Despite the high use of
videos in their projects, some students reported that finding videos
related to their topics was difficult.

Students perceived a more comprehensive understanding of their pa-
pers. The survey was completed by 143 students (89.3% of the total).
We then analyzed students’ answers through iterative qualitative
coding including open coding, axial coding, and selecting coding
[34]. Survey answers show that students appreciated this exercise to
organize (36.8% of the students mentioned it), communicate (29.4%),
summarize (27.3%), and understand the paper’s topic (14.5%). Many
students responded that they would use a system like this again as
a tool for organizing their papers (54.7% of students), communicat-
ing or explaining the concepts in their papers (51.6%), expressing
concepts in other mediums (46.3%), and presenting their papers
(35.7%). Moreover, they mentioned that they would use it again for
reviewing their work (21.0%) and as a study aid (14.7%). However,
some students said that they preferred to use their own methods
for studying (26.3%), although they did not specify whether these
were conventional or multimodal methods.

The most noteworthy students’ answers mentioned their critical
reflection on their knowledge representation processes (e.g., “It
confronts you and forces you to add new dimensions to your proposal
–through music and video, for example– which opens new doors when
it comes to researching the topic.” ) as well as their thinking about
the presentation of knowledge and understanding of the paper (e.g.,
“The need to complement written information with audiovisual media
allows the message to be better internalized.” )

5 DISCUSSION AND FUTUREWORK
Students perceived this transmediation exercise as beneficial for
communicating and organizing their ideas. The use of mind maps
can explain students’ perceptions –given how useful they are for
organizing and visualizing ideas graphically [10]– and the avail-
ability of different representation modes, which convey a message
more efficiently by using more forms of expression [18]. These
results show another potential use of this system: to help students
to understand the material before they begin to write.

Moving forward, it is critical to conduct an evaluation aimed at
exploring and quantifying the added value of this transmediation
process and the use of hypermedia systems for students’ learning.
This can be done by comparing the quality of student’s first draft
of the paper with the rewritten version after using this system,
and checking for improved understanding of the topic. We must
elaborate a research design based on a comparison of other learn-
ing systems and students’ learning outcomes. A new study using a
control group would clarify non-observable variables and allow for
the contribution of this methodology to be measured and compared.
The system’s design may have also influenced students’ behaviors
and projects. Using mind maps may have limited students’ knowl-
edge representation experience since several semantic options were
not available (e.g., connections among nodes, two central nodes,
etc.) Richer designs and features may enable online collaboration
among students and connecting concepts with different labels [12].

Future work should involve systems that motivate students us-
ing multimodal representations in academic tasks and help them
to choose the most efficient mode to represent an idea or concept.
A future version of this system should include social media mate-
rial and other natural language processing techniques to identify
concepts from students’ papers. Even though this system was not
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designed as an exercise to improve students’ writing (e.g., compo-
sition, grammar, vocabulary, orthography, or other fundamental
writing aspects), we may consider these aspects for future systems
to simultaneously aid writing and test how transmediation can aid
learning. Finally, future studies should also be conducted in other
learning contexts (e.g., high-school or other college courses).

In conclusion, we present a novel hypermedia system to help stu-
dents transmediate their papers into multimodal resources and to
encourage critical reflection on their papers’ content and knowledge
representation processes. We conducted a study with 160 litera-
ture students who wrote papers, translated them into hypermedia
projects, and then rewrote their papers. Based on a qualitative anal-
ysis of students’ survey answers and their hypermedia projects, we
found that transmediation may be a potential process for deepening
students’ understanding of the subjects elaborated in their papers,
as well as improving their papers’ organization and structure. The
system is available for teaching purposes at http://nidea.uc.cl.
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